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Abstract

We present a physically based method for modeling and animating
fire. Our method is suitable for both smooth (laminar) and turbulent
flames, and it can be used to animate the burning of either solid or
gas fuels. We use the incompressible Navier-Stokes equations to
independently model both vaporized fuel and hot gaseous products.
We develop a physically based model for the expansion that takes
place when a vaporized fuel reacts to form hot gaseous products,
and a related model for the similar expansion that takes place when
a solid fuel is vaporized into a gaseous state. The hot gaseous prod-
ucts, smoke and soot rise under the influence of buoyancy and are
rendered using a blackbody radiation model. We also model and
render the blue core that results from radicals in the chemical reac-
tion zone where fuel is converted into products. Our method allows
the fire and smoke to interact with objects, and flammable objects
can catch on fire.

CR Categories: I.3.5 [Computer Graphics]: Computational Ge-
ometry and Object Modeling—Physically based modeling; I.3.7
[Computer Graphics]: Three-Dimensional Graphics and Realism—
Ray Tracing;

Keywords: flames, fire, smoke, chemical reaction, blackbody ra-
diation, implicit surface, incompressible flow, stable fluids, vortic-
ity confinement

1 Introduction

The modeling of natural phenomena such as fire and flames remains
a challenging problem in computer graphics. Simulations of fluid
behavior are in demand for special effects depicting smoke, wa-
ter, fire and other natural phenomena. Fire effects are especially
in demand due to the dangerous nature of this phenomenon. Fire
simulations are also of interest for virtual reality effects, for exam-
ple to help train fire fighters or to determine proper placement of
exit signs in smoke filled rooms (i.e. so they can be seen). The
interested reader is referred to [Rushmeier 1994].

Combustion processes can be loosely classified into two rather
distinct types of phenomena: detonations and deflagrations. In both
of these processes, chemical reactions convert fuel into hot gaseous
products. Deflagrations are low speed events such as the fire and
flames we address in this paper, while detonations are high speed

Figure 1:A turbulent gas flame model of a flamethrower.

events such as explosions where shock waves and other compress-
ible effects are important, see e.g. [Yngve et al. 2000] and [Neff and
Fiume 1999]. As low speed events, deflagrations can be modeled
using the equations for incompressible flow (as opposed to those for
compressible flow). Furthermore, since viscous effects are small,
we use the incompressible inviscid Euler equations similar to [Fed-
kiw et al. 2001]. As noted therein, these equations can be solved
efficiently using a semi-Lagrangian stable fluid approach, see e.g.
[Staniforth and Cote 1991] and [Stam 1999].

An important, often neglected aspect of fire and flame modeling
concerns the expansion of the fuel as it reacts to form hot gaseous
products. This expansion is the reason for the visual fullness ob-
served in many flames and is partly responsible for the visual tur-
bulence as well. Since the incompressible equations do not account
for expansion, we propose a simple thin flame model for capturing
these effects. This is accomplished by using an implicit surface to
represent the reaction zone where the gaseous fuel is converted into
hot gaseous products. Although real reaction zones have a nonzero
(but small) thickness, the thin flame approximation works well for
visual modeling and has been used by scientists as well, see for
example [Markstein 1964] who first proposed this methodology.

Our implementation of the thin flame model is as follows. First,
a dynamic implicit surface is used to track the reaction zone where
the gaseous fuel is converted into hot gaseous products. Then both
the gaseous fuel and the hot gaseous products are separately mod-
eled using independent sets of incompressible flow equations. Fi-
nally, these incompressible flow equations are updated together in
a coupled fashion using the fact that both mass and momentum
must be conserved as the gas reacts at the interface. While this
gives rather pleasant looking laminar (smooth) flames, we include a
vorticity confinement term, see [Steinhoff and Underhill 1994] and
[Fedkiw et al. 2001], to model the larger scale turbulent flame struc-
tures that are difficult to capture on the relatively coarse grids used
for efficiency reasons in computer graphics simulations. We also
include other features important for visual simulation, such as the
buoyancy effects generated by hot gases and the interaction of fire
with flammable and nonflammable objects. We render the fire as
a participating medium with blackbody radiation using a stochastic
ray marching algorithm. In our rendering we pay careful attention
to the chromatic adaptation of the observer in order to get the cor-
rect colors of the fire.



2 Previous Work

A simple laminar flame was texture mapped onto a flame-like im-
plicit primitive and then volume-traced by [Inakage 1989]. [Perry
and Picard 1994] applied a velocity spread model from combus-
tion science to propagate flames. [Chiba et al. 1994] computed
the exchange of heat between objects by projecting the environ-
ment onto a plane. The spread of flame was a function of both
the temperature and the concentration of fuel. [Stam and Fiume
1995] present a similar model in three spatial dimensions for the
creation, extinguishing and spread of fire. The spread of the fire
is controlled by the amount of fuel available, the geometry of the
environment and the initial conditions. Their velocity field is pre-
defined, and then the temperature and density fields are advected
using an advection-diffusion type equation. They render the fire
using a diffusion approximation which takes into account multiple
scattering. [Bukowski and Sequin 1997] integrated the Berkeley
Architectural Walkthrough Program with the National Institute of
Standards and Technology’s CFAST fire simulator. The integrated
system creates a simulation based design environment for building
fire safety systems. An application of physically accurate firelight,
and the impact of different fuel types on the color of flames and the
scene they illuminate is given in [Devlin and Chalmers 2001]. Ac-
curate ray casting through fire using spatially sparse measured data
rather than simulated data was discussed in [Rushmeier et al. 1995]
using radiation path integration software documented in [Grosshan-
dler 1995].

Although we do not consider high-speed combustion phenom-
ena such as detonations in this paper, there has been some notable
work on this subject. [Musgrave 1997] concentrated on the explo-
sive cloud portion of the explosion event using a fractal noise ap-
proach. [Neff and Fiume 1999] model and visualize the blast wave
portion of an explosion based on a blast curve approach. [Mazarak
et al. 1999] discuss the elementary blast wave equations, which
were used to model exploding objects. They also show how to
incorporate the blast wave model with a rigid body motion simu-
lator to produce realistic animation of flying debris. Most recently,
[Yngve et al. 2000] model the propagation of an explosion through
the surrounding air using a computational fluid dynamics based ap-
proach to solve the equations for compressible, viscous flow. Their
system includes two way coupling between solid objects and sur-
rounding fluid, and uses the spectacular brittle fracture technology
of [O’Brien and Hodgins 1999]. While the compressible flow equa-
tions are useful for modeling shock waves and other compressible
phenomena, they introduce a very strict time step restriction asso-
ciated with the acoustic waves. We use the incompressible flow
equations instead to avoid this restriction making our method more
computationally efficient.

3 Physically Based Model

We consider three distinct visual phenomena associated with
flames. The first of these is the blue or bluish-green core seen
in many flames. These colors are emission lines from intermedi-
ate chemical species, such as carbon radicals, produced during the
chemical reaction. In the thin flame model, this thin blue core is
located adjacent to the implicit surface. Therefore, in order to track
this blue core, we need to track the movement of the implicit sur-
face. The second visual phenomenon is the blackbody radiation
emitted by the hot gaseous products, in particular the carbon soot.
This is characterized by the yellowish-orange color we associate
with fire. In order to model this with visual accuracy we need to
track the temperatures associated with a flame as depicted in figure
2 (read from left to right). If the fuel is solid or liquid, the first step
is the heating of the solid until it undergoes a phase change to the
gaseous state. (Obviously, for gas fuels, we start in this gaseous

Figure 2: Flame temperature profile for a solid (or gaseous) fuel.

state region in the figure.) Then the gas heats up until it reaches its
ignition temperature corresponding to our implicit surface and the
beginning of the thin blue core region. The temperature continues
to increase as the reaction proceeds reaching a maximum before
radiative cooling and mixing effects cause the temperature to de-
crease. As the temperature decreases, the blackbody radiation falls
off until the yellowish-orange color is no longer visible. The third
and final visual effect we address is the smoke or soot that is appar-
ent in some flames after the temperature cools to the point where
the blackbody radiation is no longer visible. We model this effect
by carrying along a density variable in a fashion similar to the tem-
perature. One could easily add particles to represent small pieces of
soot, but our focus in this paper is the fire, not the smoke. For more
details on smoke, see [Foster and Metaxas 1997], [Stam 1999] and
[Fedkiw et al. 2001]. Figure 3 shows smoke coupled to our gas
flame.

3.1 Blue Core

Our implicit surface separates this gaseous fuel from the hot
gaseous products and surrounding air. Consider for example the
injection of gaseous fuel from a cylindrically shaped tube. If the
fuel were not burning, then the implicit surface would simply move
at the same velocity as the gaseous fuel being injected. However,
when the fuel is reacting, the implicit surface moves at the veloc-
ity of the unreacted fuel plus a flame speedS that indicates how
fast fuel is being converted into gaseous products.S indicates how
fast the unreacted gaseous fuel is crossing over the implicit surface
turning into hot gaseous products. The approximate surface area of
the blue core,AS, can be estimated with the following equation

vf Af = SAS, (1)

Figure 3: The hot gaseous products and soot emit blackbody
radiation that illuminates the smoke.



Figure 4: Blue reaction zone cores for large (left) and small
(right) values of the flame reaction speedS. Note the increased
turbulence on the right.

wherevf is the speed the fuel is injected across the injection sur-
face with areaAf , e.g.Af is the cross section of the cylindrical tube.
This equation results from canceling out the density in the equation
for conservation of mass. The left hand side is the fuel being in-
jected into the region bounded by the implicit surface, and the right
hand side is the fuel leaving this region crossing over the implicit
surface as it turns into gaseous products. From this equation, we see
that injecting more (less) gas is equivalent to increasing (decreas-
ing) vf resulting in a larger (smaller) blue core. Similarly, increas-
ing (decreasing) the reaction speedS results in a smaller (larger)
blue core. While we can turn the velocity up or down on our cylin-
drical jet, the reaction speedSis a property of the fuel. For example,
S is approximately.44m/s for a propane fuel that has been suitably
premixed with oxidizer [Turns 1996]. (We useS= .5m/s for most
of our examples.) Figure 4 shows the effect of varying the param-
eterS. The smaller value ofSgives a blue core with more surface
area as shown in the figure.

This thin flame approximation is fairly accurate for premixed
flames where the fuel and oxidizer are premixed so that the injected
gas is ready for combustion. Non-premixed flames, commonly re-
ferred to as diffusion flames, behave somewhat differently. In a
diffusion flame, the injected fuel has to mix with a surrounding ox-
idizer before it can combust. Figure 5 shows the injection of fuel
out of a cylindrically shaped pipe. The cone shaped curve is the
predicted location of the blue core for a premixed flame while the
larger rounded curve is the predicted location of the blue core for
a diffusion flame. As can be seen in the figure, diffusion flames
tend to have larger cores since it takes a while for the injected fuel
and surrounding oxidizer to mix. This small-scale molecular diffu-
sion process is governed by a second order partial differential equa-
tion that is computationally costly model. Thus for visual purposes,
we model diffusion flames with larger blue cores simply by using
a smaller value ofS than that used for a corresponding premixed
flame.

Figure 5: Location of the blue reaction zone core for a premixed
flame versus a diffusion (non-premixed) flame

Figure 6: Streamlines illustrating the path of individual fluid
elements as they across the blue reaction zone core. The curved
path is caused by the expansion of the gas as it reacts.

3.2 Hot Gaseous Products

In order to get the proper visual look for our flames, it is important
to track individual elements of the flow and follow them through
their temperature histories given by figure 2. This is particularly dif-
ficult because the gas expands as it undergoes reaction from fuel to
hot gaseous products. This expansion is important to model since it
changes the trajectories of the gas and the subsequent look and feel
of the flame as individual elements go through their temperature
profile. Figure 3.2 shows some sample trajectories of individual el-
ements as they cross over the reaction front. Note that individual
elements do not go straight up as they pass through the reaction
front, but instead turn outward due to the effects of expansion. It
is difficult to obtain visually full turbulent flames without modeling
this expansion effect. In fact, many practitioners resort to a num-
ber of low level hacks (and lots of random numbers) in an attempt
to sculpt this behavior, while we obtain the behavior intrinsically
by using the appropriate model. The expansion parameter is usu-
ally given as a ratio of densities,ρ f /ρh whereρ f is the density of
the gaseous fuel andρh is the density of the hot gaseous products.
Figure 7 shows three flames side by side with increasing amounts
of expansion from left to right. Note how increasing the expansion
makes the flames appear fuller. We usedρ f = 1kg/m3 (about the
density of air) for all three flames withρh = .2kg/m3, .1kg/m3 and
.05kg/m3 from left to right.

We use one set of incompressible flow equations to model the
fuel and a separate set of incompressible flow equations to model
the hot gaseous products and surrounding airflow. We require a
model for coupling these two sets of incompressible flow equations
together across the interface in a manner that models the expansion
that takes place across the reaction front. Given that mass and mo-
mentum are conserved we can derive the following equations for
the coupling across the thin flame front:

ρh(Vh−D) = ρ f (Vf −D), (2)

ρh(Vh−D)2 + ph = ρ f (Vf −D)2 + pf , (3)

Figure 7: Comparison of flame shapes for differing degrees of
gaseous expansion. The amount of expansion increases from
left to right making the flame appear fuller and more turbulent.



whereVf andVh are the normal velocities of the fuel and the hot
gaseous products, andpf and ph are their pressures. Here,D =
Vf −S is the speed of the implicit surface in the normal direction.
These equations indicate that both the velocity and the pressure are
discontinuous across the flame front. Thus, we will need to exercise
caution when taking derivatives of these quantities as is required
when solving the incompressible flow equations. (Note that the
tangential velocities are continuous across the flame front.)

3.3 Solid Fuels

When considering solid fuels, there are two expansions that need to
be accounted for. Besides the expansion across the flame front, a
similar expansion takes place when the solid is converted to a gas.
However,S is usually relatively small for this reaction (most solids
burn slowly in a visual sense), so we can use the boundary of the
solid fuel as the reaction front. Since we do not currently model the
pressure in solids, only equation 2 applies. We rewrite this equation
as

ρ f (Vf −D) = ρs(Vs−D), (4)

whereρs andVs are the density and the normal velocity of the solid
fuel. SubstitutingD = Vs−Sand solving forVf gives

Vf = Vs+
(
ρs/ρ f −1

)
S (5)

indicating that the gasified solid fuel moves at the velocity of the
solid fuel plus a correction that accounts for the expansion. We
model this phase change by injecting gas out of the solid fuel at
the appropriate velocity. This can be used to set arbitrary shaped
solid objects on fire as long as they can be voxelized with a suitable
surface normal assigned to each voxel indicating the direction of
gaseous injection.

In figure 8, we simulate a campfire using two cylindrically
shaped logs as solid fuel injecting gas out of the logs in a direc-
tion consistent with the local unit surface normal. Note the realistic
rolling of the fire up from the base of the log. The ability to inject
(or not inject) gaseous fuel out of individual voxels on the surface of
a complex solid object allows us to animate objects catching on fire,
burn different parts of an object at different rates or not at all (by us-
ing spatially varying injection velocities), and extinguish solid fuels
simply by turning off the injection velocity. While building an an-
imation system that allows the user to hand paint temporally and
spatially varying injection velocities on the surface of solid objects
is beyond the scope of this paper, it is the subject of future work.

4 Implementation

We use a uniform discretization of space intoN3 voxels with uni-
form spacingh. The implicit surface, temperature, density and pres-
sure are defined at the voxel centers and are denotedφi, j,k, Ti, j,k,
ρi, j,k andpi, j,k wherei, j,k = 1, · · · ,N. The velocities are defined at
the cell faces and we use half-way index notation:ui+1/2, j,k where
i = 0, · · · ,N and j,k = 1, · · · ,N; vi, j+1/2,k where j = 0, · · · ,N and
i,k = 1, · · · ,N; wi, j,k+1/2 wherek = 0, · · · ,N andi, j = 1, · · · ,N.

4.1 Level Set Equation

We track our reaction zone (blue core) using the level set method
of [Osher and Sethian 1988] to track the moving implicit surface.
We defineφ to be positive in the region of space filled with fuel,
negative elsewhere and zero at the reaction zone.

The implicit surface moves with velocityw = u f + Sn where
u f is the velocity of the gaseous fuel and theSn term governs the
conversion of fuel into gaseous products. The local unit normal,

Figure 8:Two burning logs are placed on the ground and used
to emit fuel. The crossways log on top is not lit so the flame is
forced to flow around it.

n = ∇φ/|∇φ | is defined at the center of each voxel using central
differencing to approximate the necessary derivatives, e.g.φx ≈
(φi+1, j,k−φi−1, j,k)/2h. Standard averaging of voxel face values is
used to defineu f at the voxel centers, e.g.ui, j,k = (ui−1/2, j,k +
ui+1/2, j,k)/2. The motion of the implicit surface is defined through

φt =−w ·∇φ (6)

and solved at each grid point using

φ
new= φ

old−∆t
(
w1φx +w2φy +w3φz

)
(7)

and an upwind differencing approach to estimate the spatial deriva-
tives. For example, ifw1 > 0, φx ≈ (φi, j,k−φi−1, j,k)/h. Otherwise
if w1 < 0, φx ≈ (φi+1, j,k− φi, j,k)/h. This simple approach is effi-
cient and produces visually appealing blue cores.

To keep the implicit surface well conditioned, we occasionally
adjust the values ofφ in order to keepφ a signed distance function
with |∇φ | = 1. First, interpolation is used to reset the values ofφ

at voxels adjacent to theφ = 0 isocontour (which we don’t want to
move since it is the visual location of the blue core). Then we march
out from the zero isocontour adjusting the values ofφ at the other
grid points as we cross them. [Tsitsiklis 1995] showed that this
could be accomplished in an accurate, optimal and efficient manner
solving quadratic equations and sorting points with a binary heap
data structure. Later, [Sethian 1996] proposed the finite difference
formulation of this algorithm that we currently use.



4.2 Incompressible Flow

We model the flow of the gaseous fuel and the hot gaseous products
using a separate set of incompressible Euler equations for each. In-
compressibility is enforced through conservation of mass (or vol-
ume), i.e. ∇ · u = 0 whereu = (u,v,w) is the velocity field. The
equations for the velocity

ut =−(u ·∇)u−∇p/ρ + f (8)

are solved for in two parts. First, we use this equation to compute
an intermediate velocityu∗ ignoring the pressure term, and then we
add the pressure (correction) term using

u = u∗−∆t∇p/ρ. (9)

The key idea to this splitting method is illustrated by taking the
divergence of equation 9 to obtain

∇ ·u = ∇ ·u∗−∆t∇ · (∇p/ρ) (10)

and then realizing that we want∇ ·u = 0 to enforce mass conserva-
tion. Thus the left hand side of equation 10 should vanish leaving a
Poisson equation of the form

∇ · (∇p/ρ) = ∇ ·u∗/∆t (11)

that can be solved to find the pressure needed for updating equation
9.

We use a semi-Lagrangian stable fluids approach for finding the
intermediate velocityu∗ and refer the reader to [Stam 1999] and
[Fedkiw et al. 2001] for the details. Since we use two sets of incom-
pressible flow equations, we need to address the stable fluid update
when a characteristic traced back from one set of incompressible
flow equations crosses the implicit surface and queries the veloci-
ties from the other set of incompressible flow equations. Since the
normal velocity is discontinuous across the interface, the straight-
forward stable fluids approach fails to work. Instead, we need to
use the balance equation 2 for conservation of mass to correctly
interpolate a velocity.

Suppose we are solving for the hot gaseous products and we in-
terpolate across the interface into a region where a velocity from the
gaseous fuel might incorrectly be used. Instead of using this value,
we compute a ghost value as follows. First, we compute the normal
velocity of the fuel,Vf = u f ·n. Then we use the balance equation
2 to find a ghost value forVG

h as

VG
h = Vf +

(
ρ f /ρh−1

)
S. (12)

Since the tangential velocities are continuous across the implicit
surface, we combine this new normal velocity with the existing tan-
gential velocity to obtain

uG
h = VG

h n+u f − (u f ·n)n (13)

as a ghost value for the velocity of the hot gaseous products in the
region where only the fuel is defined. This ghost velocity can then
be used to correctly carry out the stable fluids update. Since both
n andu f are defined throughout the region occupied by the fuel,
andρ f , ρh andS are known constants, a ghost cell value for the
hot gaseous products,uG

h , can be found anywhere in the fuel region
(even quite far from the interface) by simply algebraically evaluat-
ing the right hand side of equation 13. [Nguyen et al. 2001] showed
that this ghost fluid method, invented in [Fedkiw et al. 1999], could
be used to compute physically accurate engineering simulations of
deflagrations.

After computing the intermediate velocityu∗ for both sets of in-
compressible flow equations, we solve equation 11 for the pressure

and finally use equation 9 to find our new velocity field. Equation
11 is solved by assembling and solving a linear system of equations
for the pressure as discussed in more detail in [Foster and Fedkiw
2001] and [Fedkiw et al. 2001]. Once again, we need to exercise
caution here since the pressure is discontinuous across the inter-
face. Using the ghost fluid method and equation 3, we can obtain
and solve a slightly modified linear system incorporating this jump
in pressure. We refer the reader to [Nguyen et al. 2001] for ex-
plicit details and a demonstration of the physical accuracy of this
approach in the context of deflagration waves.

The temperature affects the fluid velocity as hot gases tend to
rise due to buoyancy. We use a simple model to account for these
effects by defining external forces that are directly proportional to
the temperature

fbuoy= α (T−Tair )z, (14)

wherez = (0,0,1) points in the upward vertical direction,Tair is
the ambient temperature of the air andα is positive constant with
the appropriate units.

Fire, smoke and air mixtures contain velocity fields with large
spatial deviations accompanied by a significant amount of rota-
tional and turbulent structure on a variety of scales. Nonphysical
numerical dissipation damps out these interesting flow features, so
we aim to add them back on the coarse grid. We use the vorticity
confinement technique invented by Steinhoff (see e.g. [Steinhoff
and Underhill 1994]) and used by [Fedkiw et al. 2001] to generate
the swirling effects for smoke. The first step in generating the small
scale detail is to identify the vorticityω = ∇×u as the source of this
small scale structure. Each small piece of vorticity can be thought
of as a paddle wheel trying to spin the flow field in a particular di-
rection. Normalized vorticity location vectors,N = ∇|ω|/|∇|ω||
simply point from lower concentrations of vorticity to higher con-
centrations. Using these, the magnitude and direction of the vortic-
ity confinement (paddle wheel) force is computed as

fcon f = εh(N×ω) , (15)

whereε > 0 and is used to control the amount of small scale detail
added back into the flow field. The dependence onh guarantees
that as the mesh is refined the physically correct solution is still
obtained. All these quantities can be evaluated in a straightforward
fashion as outlined in [Fedkiw et al. 2001].

Usually a standard CFL time step restriction dictates that the
time step4t should be limited by4t < h/|u|maxwhere|u|max is the
maximum velocity in the flow field. While this is true for our level
set equation 6 withu replaced byw, the combination of the semi-
Lagrangian discretization and the ghost fluid method allows us to
take a much larger time step for the incompressible flow equations.
We choose our incompressible flow time step to be about five times
bigger than that dictated by applying the CFL condition to the level
set equation, and then stably updateφ using substeps. This reduces
the number of times one needs to solve for the pressure, which is
the most expensive part of the calculation, by a factor of five.

4.3 Temperature and Density

The temperature profile has great effect on how we visually per-
ceive flames, and we need to generate a temperature time history
for fluid elements that behaves as shown in figure 2. Since this fig-
ure depicts a time history of the temperature of fluid elements, we
need a way to track individual fluid elements as they cross over the
blue core and rise upward due to buoyancy. In particular, we need to
know how much time has elapsed since a fluid element has passed
through the blue core so that we can assign an appropriate temper-
ature to it. This is easily accomplished using a reaction coordinate
variableY governed by the equation

Yt =−(u ·∇)Y−k, (16)



wherek is a positive constant which we take to be 1 (larger or
smaller values can be used to get a good numerical variation ofY
in the flame). Ignoring the convection term,Yt =−1 can be solved
exactly to obtainY(t) =−t +Y(0). If we setY(0) = 1 in the region
of space occupied by the gaseous fuel and solve equation 16 forY,
then the local value of 1−Y is equal to the total time elapsed since
a fluid element crossed over the blue reaction core.

We solve equation 16 using the semi-Lagrangian stable fluids
method to first update the convection term obtaining an intermedi-
ate valueY∗. Then we separately integrate the source term analyti-
cally so it too is stable for large time steps, i.e.Ynew=−k∆t +Y∗.

We can now use the values ofY to assign temperature values
to the flow. SinceTignition is usually below the visual blackbody
emission threshold, the temperature we set inside the blue core is
usually not important. Therefore, we can setT = Tignition for the
points inside the blue core. The region between the blue core and
the maximum temperature in figure 2 is important since it models
the rise in temperature due to the progress of a complex chemical
reaction (which we do not model for the sake of efficiency). Here
the animator has a lot of freedom to sculpt temperature rise curves
and adjust how the mapping corresponds to the localY values. For
example, one could useT = Tignition atY = 1, T = Tmax atY = .9
and use a linear temperature function for the in between values of
Y ∈ (.9,1). For large flames, this temperature rise interval will be
compressed too close to the blue core for our grid to resolve. In
these instances we use the ghost fluid method to setT = Tmax for
any characteristic that looks across the blue core into the gaseous
fuel region. The blue core then “spits” out gas at the maximum
temperature that immediately starts to cool off, i.e. there is no tem-
perature rise region. In fact, we did not find it necessary to use
the temperature rise region in our examples as we are interested in
larger scale flames, but this temperature rise region would be useful,
for example, when modeling candle.

The animator can also sculpt the temperature falloff region to
the right of figure 2. However, there is a physically correct, viable
(i.e. computationally cheap) alternative. For the values ofY in the
temperature falloff region, we simply solve

Tt =−(u ·∇)T−cT

(
T−Tair

Tmax−Tair

)4

(17)

which is derived from conservation of energy. Similar to equation
16, we solve this equation by first using the semi-Lagrangian stable
fluids method to solve for the convection term. Then we integrate
the fourth power term analytically to cool down the flame at a rate
governed by the cooling constantcT .

Similar to the temperature curve in figure 2, the animator can
sculpt a density curve for smoke and soot formation. The density
should start low and increase as the reaction proceeds. In the tem-
perature falloff region, the animator can switch from the density
curve to a physically correct equation

ρt =−(u ·∇)ρ (18)

that can (once again) be solved using the semi-Lagrangian stable
fluids method. Again, we did not find it necessary to sculpt densities
for our particular examples.

5 Rendering of Fire

Fire is a participating medium. It is more complex than the types
of participating media (e.g. smoke and fog) that are typically en-
countered in computer graphics since fire emits light. The region
that creates the light-energy typically has a complex shape, which
makes it difficult to sample. Another complication with fire is that
the fire is bright enough that our eyes adapt to its color. This chro-
matic adaptation is important to account for when displaying fire on

a monitor. See [Pattanaik et al. 1998; Durand and Dorsey 2000].In
this section, we will first describe how we simulate the scattering
of light within a fire-medium. Then, we will detail how to properly
integrate the spectral distribution of power in the fire and account
for chromatic adaptation.

5.1 Light Scattering in a Fire Medium

Fire is a blackbody radiator and a participating medium. The prop-
erties of a participating medium are described by the scattering, ab-
sorption and emission properties. Specifically, we have the scatter-
ing coefficient,σs, the absorption coefficient,σa, and the extinction
coefficient,σt = σa +σs. These coefficients specify the amount of
scattering, absorption and extinction per unit-distance for a beam of
light moving through the medium. The spherical distribution of the
scattered light at a location is specified by a phase-function,p. We
use the Henyey-Greenstein phase-function [Henyey and Greenstein
1941]

p(~ω ·~ω ′) =
1−g2

4π(1+g2−2g~ω ·~ω ′)1.5 . (19)

Here,g∈ [−1,1] is the scattering anisotropy of the medium,g > 0
is forward scattering,g < 0 is backward scattering, whileg = 0 is
isotropic scattering. Note that the distribution of the scattered light
only depends on the angle between the incoming direction,~ω, and
the outgoing direction,~ω ′.

Light transport in participating media is described by an integro-
differential equation, the radiative transport equation [Siegel and
Howell 1981]:

(~ω ·∇)Lλ (x, ~ω) = −σt(x)Lλ (x, ~ω)+

σs(x)
∫

4π

p(~ω, ~ω ′)Lλ (x, ~ω ′)d~ω ′+

σa(x)Le,λ (x, ~ω). (20)

Here,Lλ is the spectral radiance, andLe,λ is the emitted spectral
radiance. Note thatσs, σa, andσt vary throughout the medium and
therefore depend on the positionx.

We solve Equation 20 to estimate the radiance distribution in
the medium by using a stochastic adaptive ray marching algorithm
which recursively samples multiple scattering. In highly scatter-
ing media this approach is costly; however, we are concerned about
fire which is a blackbody radiator (no scattering, only absorption)
that creates a low-albedo smoke (the only scattering part of the fire-
medium). This makes the Monte Carlo ray tracing approach practi-
cal.

To estimate the radiance along a ray traversing the medium, we
split the ray into short segments. For a given segment,n, the scat-
tering properties of the medium are assumed constant, and the radi-
ance,Ln, at the start of the segment is computed as:

Ln,λ (x, ~ω) = e−σt ∆xL(n−1),λ (x+∆x, ~ω)+

Lλ (x, ~ω ′)p(~ω ·~ω ′)σs∆x+
σaLe,λ (x)∆x. (21)

This equation is evaluated recursively to compute the total radiance
at the origin of the ray.∆x is the length of the segment,Ln−1 is the
radiance at the beginning of the next segment, and~ω ′ is a sample
direction for a new ray that evaluates the indirect illumination in a
given direction for the segment. We find the sample direction by
importance sampling the Henyey-Greenstein phase function. Note
that we do not explicitly sample the fire volume; instead we rely
on the Monte Carlo sampling to pick up energy as sample rays hit
the fire. This strategy is reasonably efficient in the presence of the
low-albedo smoke generated by the fire.



Figure 9:A metal ball passes through and interacts with a gas
flame.

The emitted radiance is normally ignored in graphics, but for fire
it is an essential component. For a blackbody we can compute the
emitted spectral radiance using Planck’s formula:

Le,λ (x) =
2C1

λ 5(eC2/(λT)−1)
, (22)

whereT is the temperature,C1 ≈ 3.7418· 10−16Wm2, andC2 ≈
1.4388· 10−2m

o
K [Siegel and Howell 1981]. In the next section,

we will describe how to properly render fire taking this spectral
distribution of emitted radiance into account.

5.2 Reproducing the Color of Fire

Accurately reproducing the colors of fire is critical for a realistic fire
rendering. The full spectral distribution can be obtained directly by
using Planck’s formula for spectral radiance when performing the
ray marching. This spectrum can then be converted to RGB before
being displayed on a monitor. To get the right colors of fire out of
this process it is necessary to take into account the fact that our eyes
adapt to the spectrum of the fire.

To compute the chromatic adaptation for fire, we use a von Kries
transformation [Fairchild 1998]. We assume that the eye is adapted
to the color of the spectrum for the maximum temperature present in
the fire. We map the spectrum of this white point to the LMS cone
responsivities (Lw, Mw, Sw). This enables us to map a spectrum to
the monitor as follows. We first integrate the spectrum to find the
raw XYZ tristimulus values (Xr , Yr , Zr ). We then find the adapted
XYZ tristimulus values (Xa, Ya, Za) as: Xa

Ya
Za

 = M−1

 1/Lw 0 0
0 1/Mw 0
0 0 1/Sw

M

 Xr
Yr
Zr

 . (23)

Here,M maps the XYZ colors to LMS (consult [Fairchild 1998] for
the details). Finally, we map the adapted XYZ tristimulus values to
the monitor RGB space using the monitor white point.

In our implementation, we integrate the spectrum of the black-
body at the source (e.g. when emitted radiance is computed); we
then map this spectrum to RGB before using it in the ray marcher.
This is much faster than doing a full spectral participating media
simulation, and we found that it is sufficiently accurate, since we
already assume that the fire is the dominating light source in the
scene when doing the von Kries transformation.

Figure 10: A flammable ball passes through a gas flame and
catches on fire.

6 Results

Figure 1 shows a frame from a simulation of a flamethrower. We
used a domain that was 8 meters long with 160 grid cells in the hor-
izontal direction (h = .05). The flame was injected at 30m/s out of
a cylindrical pipe with diameter.4m. We usedS= .1m/s, rhof =
1kg/m3, rhoh = .01kg/m3, cT = 3000K/s and α = .15m/(Ks2).
The vorticity confinement parameter was set toε = 16 for the
gaseous fuel and toε = 60 for the hot gaseous products. The simu-
lation cost was approximately 3 minutes per frame using a Pentium
IV.

Solid objects are treated by first tagging all the voxels inside the
object as occupied. Then all the occupied voxel cell faces have their
velocity set to that of the object. The temperature at the center of
occupied voxels is set to the object’s temperature and the (smoke)
density is set to zero. Figure 9 shows a metal sphere as it passes
through and interacts with a gas fire. Note the reflection of the fire
on the surface of the sphere. For more details on object interactions
with liquids and gases see [Foster and Fedkiw 2001] and [Fedkiw
et al. 2001].

Since we have high temperatures (i.e. fire) in our flow field, we
allow our objects to heat up if their temperature is lower than that
of their surroundings. We use a simple conduction model where
we increase the local temperature of an object depending on the
surrounding air temperature and object temperature as well as the
time step∆t. Normally, the value of the implicit surface is set to
a negative value ofh at the center of all voxels occupied by ob-
jects indicating that there is no available fuel. However, we can
easily model ignition for objects we designate as flammable. Once
the temperature of a voxel inside an object increases above a pre-
defined threshold indicating ignition, we change the value of the
implicit surface in that voxel from−h to h indicating that it con-
tains fuel. In addition, those voxel’s faces have their velocities aug-
mented above the object velocity by an increment in the direction
normal to the object surface indicating that gaseous fuel is being
injected according to the phase change addressed earlier for solid
fuels. In figure 10, we illustrate this technique with a spherical ball
that heats up and subsequently catches on fire as it passes through
the flame. Both this flammable ball and the metal ball were com-
puted on a 120× 120× 120 grid at approximately 5 minutes per
frame.

7 Conclusion

We have presented a physically based model for animating and ren-
dering fire and flames. We demonstrated that this model could be



used to produce realistic looking turbulent flames from both solid
and gaseous fuels. We showed plausible interaction of our fire and
smoke with objects, including ignition of objects by the flames.
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